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Organizational Structure and Activities

 Natural Resources Canada (NRCan)

 Geological Survey of Canada (GSC)

Canadian Hazard Information Service (CHIS)

 Earthquakes Canada

 CHIS has an operational focus (e.g. operate networks)

 Meet Emergency Management Obligations

 Sister group PSG in Sidney has Scientific/Research focus

 CHIS Activities

 Earthquake Monitoring 

 Nuclear Explosion Monitoring, Tsunamis

 Geomagnetic Monitoring, Space Weather Forecasting

 Landslides, Nuclear Emergency Response

 Volcanic Eruptions, Emergency Mapping
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Earthquake Monitoring

 Mandate from: Emergency Management Act
 “the provision of information on the actual or probable 

occurrence and intensity of earthquakes”.

 About 20-25 staff in seismology group

 Analysts, researchers, field techs, IT ops & dev

 Located in 4 offices in 3 locations

 Ottawa, Sidney, Yellowknife
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Earthquakes in Canada
 > 4000 

earthquakes/year

 ~ 50 - 100 / year felt 

by the public

 ~ 40 significantly 

damaging 

earthquakes in 350 

years

 Largest recent EQ 

Oct 2012: M=7.8 

offshore Haida

Gwaii
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Earthquake Monitoring Activities

 Operate Seismic Monitoring Network

 Collaboration with many other agencies

 Data exchange

 Rapid Response to Earthquakes

 Automatic and manual. Alerting and notification.

 On-call staff

 Create and maintain EQ catalogue

 Providing Public Information

 Web: www.earthquakescanada.nrcan.gc.ca

 Twitter: @CanadaQuakes @CanadaSéisme

 Earthquake Hazard Assessment

 Hazard maps feed into building codes

 Other projects

http://www.earthquakescanada.ca/
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Monitoring Network

 Operate 11 stations for CTBTO as part of the 

International Monitoring System: 3 primary and 6 

auxiliary seismic, 1 infrasound, and 1 hydroacoustic

 Operate the Canadian National Seismograph 

Network (CNSN)

 ~ 150+ weak motion seismographs

 ~ 120 strong motion accelerographs

 Operate other temporary seismograph stations 

and/or networks

 On behalf of other Canadian research groups
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Weak Motion Seismograph Station Map
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Telecommunications for Stations
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Two Data Centres: Ottawa, Sidney
 Parallel/Independent Operation

 Redundant Systems

 Redundant Communication Links

 Acquire, process and archive over 6 GB/day (~2.5 TB/year) of raw data from ~300+ stations

 ~30 TB of waveform data in archive (decades of data)

 National Earthquake DataBase (EQ catalogue) has events from 1627 – present day.
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Multi-year NRCan project to upgrade 

CNSN Network in progress
• Stations

• A total of 150 stations will be upgraded.

• 75 stations have been upgraded to date.

• About 100 stations will record 3 weak motion and 3 strong motion channels

• About 50 stations will record 3 weak motion channels

• New equipment includes:

• Nanometrics Centaur 6 channel digitizers

• Nanometrics Trillium 120QA seismometers

• Nanometrics Titan accelerometers

• new power management & SOH monitoring systems

• New civil works where needed

• Data centre acquisition and processing will move to SeiscomP3 soon

• FDSN web services will be publically available by end of project

• Separate from the CNSN upgrade, a contract for prototype Earthquake Early 

Warning System in B.C. awarded to Ocean Networks Canada from B.C. Gov.

• NRCan working with ONC on this project
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New Station Infrastructure

 New vaults, where needed
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New Station Infrastructure

 New power management, networking and 

SOH systems

 Remote power control

 State of Health – query or streaming
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New Station Infrastructure

At DC 

powered 

stations

 Kiosks

 Solar 

panels

 DC power 

managers
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New Data Centre Software

 Data acquisition and processing

 SeisComP3

 Data quality evaluation

 SQLX

 Station State-Of-Health (SOH) monitoring

 Nagios with custom extensions

 Ticket-based problem tracking

 Jira Service Desk

 Station information document repository / Wiki

 Confluence 

 Asset management

 WASP or Confluence add-ons 
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New Quality Control and Quality 

Assurance Procedures

 Standardized procedures and/or checklists 

needed for all aspects of network operation 

 Equipment testing

 Building station kits

 Equipment configuration

 Installing and verifying stations

 Hand off from field techs to data centre ops 

group

 Validating data flow and station response

 Modifying processing software
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Station Validation – Checking Data Quality

 Checking noise before and after upgrade
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Station Validation – Sensor Verification

 Checking for faulty instruments



18

Station Operations – Monitoring Data


